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A level-set algorithm for tracking discontinuities in hyperbolic conservation laws
is presented. The algorithm uses a simple finite difference approach, analogous to
the method of lines scheme presented in C.-W. Shu and S. Osher (1988,J. Comput.
Phys.77, 439). The zero of a level-set function is used to specify the location of the
discontinuity. Since a level-set function is used to describe the front location, no extra
data structures are needed to keep track of the location of the discontinuity. Also,
two solution states are used at all computational nodes, one corresponding to the
“real” state, and one corresponding to a “ghost node” state, analogous to the “Ghost
Fluid Method” of R. P. Fedkiwet al. (1999,J. Comput. phys.154, 459). High-order
pointwise convergence is demonstrated for linear and nonlinear conservation laws,
even at discontinuities and in multiple dimensions. The solutions are compared to
standard high-order shock-capturing schemes. This paper focuses on scalar conser-
vation laws. An example is given for shock tracking in the one-dimensional Euler
equations. Level-set tracking for systems of conservation laws in multidimensions
will be presented in future work.
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1. INTRODUCTION

While high-order shock-capturing schemes have proven to be invaluable tools in solv-
ing hyperbolic conservation laws, they generally do not converge at a high-order in the
presence of discontinuities. Typically, there will be a few “intermediate” points within a
numerical shock profile. The state at these “intermediate” points are in error by anO(1)
amount, causingL1 convergence to be at best first-order accurate, andL∞ convergence to be
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zeroth-order accurate. These errors are even worse in the case of a linear discontinuity (usu-
ally less than first order in theL1 norm), since the the number of intermediate points typically
grows with time (an exception would be a scheme that employs artificial compression, for
example [29]).

For scalar equations, high-order rates of convergence can be achieved if one measures
convergence at a finite distance away from the location of discontinuities; for examples see
[16, 26]. This is due to the fact that the characteristics of a scalar hyperbolic equation will
either run in parallel to the discontinuity (linear) or travel into the discontinuity (nonlinear).
So, it is expected thatO(1) errors near a discontinuity will not effect the solution a finite
distance away from the discontinuity under mesh refinement.

For nonlinear systems of conservation laws, there will be information that passes through
a shock wave, and typically there will be a loss of high-order convergence, evenawayfrom
discontinuities [7]. These errors also show up as “noise” in the non-shock characteristic
fields. This is observed in slowly moving shock waves [1, 22, 23]. This “noise” will typically
limit the rate of convergence, even a finite distance away from shock waves. As pointed out
in [1], there may be no way of eliminating this noise without using subcell resolution or
tracking [3, 9, 14].

This paper is devoted to presenting a level-set technique [20] for tracking linear and
nonlinear discontinuities for scalar conservation laws. The algorithm is based on a method
of lines, finite difference framework. Since a level-set formulation is used to denote the
location of the discontinuity, there is no extra front logic required (i.e., no points to track in
1-D, or curves in 2-D). All variables are located numerically on a uniform Cartesian grid
and are updated with standard method of lines, essentially nonoscillatory (ENO) schemes.

The O(1) errors introduced by most schemes can be attributed to interpolating across
a discontinuity. It will be shown that the present algorithm is similar to Harten’s subcell
resolution technique [9] and Mao’s treatment of discontinuties [17–19], in that this algorithm
does not interpolate across a discontinuity, and the difference algorithm always “sees” a
continuous solution, even near discontinuities. Harten achieves this by replacing a standard
interpolation scheme, in cells that contain a discontinuity, with one that extrapolates in a
conservative manner from smooth regions of the solution. Mao’s method is similar but not
exactly conservative. Although Harten’s subcell method works quite well in one dimension,
there seems to be no easy way to extend it to multidimensional problems, or to problems
involving nonlinear discontinuities (shocks) [27]. Mao’s work has been extended to two
dimensions, but at the cost of complexity in dealing with “critical intervals” (numerical cells
that contain a discontinuity). The main features of the present work are as follows. 1. Linear
and nonlinear discontinuities can be treated. 2. Multidimensional problems are relatively
straightforward to implement (the high-order 2-D Burgers’ examples in Section 4 require
only a few hundred lines of code). 3. Conservation is achieved under mesh refinement. The
scheme has conservation errors of the same order as the truncation errors but still converges
to the proper weak solution. 4. The zero of a level-set function is used to specify the location
of the discontinuity, and thus one must know the initial location of any discontinuities to
initialize the level-set function; no discontinuity detectors are used, and any shocks that form
later in time, away from the zero of the level-set function, will be captured. 5. Nonconvex
flux functions are not treated, since a single jump (even in a scalar equation) can result in
multiple discontinuities [13].

It should be noted that the use of multiple solution states (say one “real” and one
“ghost” state) is similar to most conventional front-tracking algorithms near a discontinuity.
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Typically front tracking requires a cell which contains a discontinuity to have two constant
states, with some geometry information to achieve subcell resolution. A notable example is
presented in Charrier and Tessieras [4], where the authors formulate a 1-D scalar in terms
of two scalar equations separated by a single shock, whose evolution is governed by the
shock jump condition. Again, here the geometry of the front is represented by the zero of
a level-set function.

The outline of the paper is as follows. The mathematical formulation is presented in
Section 2. Section 3 describes the fifth-order numerical implementation. In Section 4,
examples are presented to demonstrate the high rates of convergence that are achieved
by the level-set tracking method, even near discontinuities. And finally, Section 5 discusses
issues of efficiency.

2. MATHEMATICAL FORMULATION

2.1. Shock Jump Condition

Here, we present the mathematical formulation of the level-set tracking method for scalar
conservation laws. We wish to solve the scalar conservation law

ut + f (u)x = 0. (1)

Equation (1) is hyperbolic and admits discontinuous solutions. Depending on the form of
f (u), these discontinuities may be linear or nonlinear. Of particular interest is the formu-
lation of a numerical method that treats the propagation of these discontinuities accurately.
Shock waves, whereu is discontinuous, are of greatest importance. Other discontinuities,
such as derivatives ofu in the case of rarefaction corners, are also important, but shock-
capturing schemes already typically converge at second order in theL1 norm and first order
in theL∞ norm in these cases (an exception would be the creation of a self-similar rarefac-
tion wave; see [5, 25]). Here, a method for dealing with linear and nonlinear discontinuities
in u is presented.

It is well known that a shock will travel at a speed that depends, in general, on the value
of u on both sides of the discontinuity as well as the flux function,f (u). For a scalar
conservation law, the shock speed is given by

s= [ f (u)]

[u]
= f (ur )− f (ul )

ur − ul
, (2)

whereur is the value ofu just to the right of the shock wave, andul is the value ofu just to
the left of the shock. While Eq. (2) guarantees conservation, it doesn’t necessarily guarantee
that the weak solution will be the proper viscosity-limiting solution. For the solution to be
a shock wave, the following entropy condition must also be satisfied:

f ′(ul ) ≥ s ≥ f ′(ur ). (3)

Note, the standard entropy condition,f ′(ul ) > s> f ′(ur ), does not admit discontinuities
in linear equations, whereas Eq. (3) does (see [13]). If Eq. (3) is not satisfied, the solution
will be a rarefaction wave. Again, the focus of this paper is on dealing with shock waves,
since they introduce the largest numerical errors. Nonconvex flux functions have a slightly
more complicated entropy condition, since both shocks and rarefactions can originate from
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a single discontinuity (see [13] and the references therein). Issues relating to nonconvex
flux functions are not addressed here.

2.2. Representation

The key idea to avoiding discretizing across discontinuities is to have two solution states,
u1 andu2, at all locations, each of which is continuous across the discontinuity. Note that
this approach is similar to the “Ghost Fluid Method” of [8], where a level-set function,ψ ,
is used to determine the location of the discontinuity. The real solution state at a point is
selected to beu1 or u2, depending on the sign of the level-set function at that location.

Denoting the real solution state asu, we have

u =
{

u1, if ψ > 0

u2, if ψ ≤ 0,
(4)

andψ is the continuous level-set function, whose zero is located at the discontinuity. The
ghost state,ug, is given by

ug =
{

u1, if ψ ≤ 0

u2, if ψ > 0.
(5)

Since this algorithm works with the variablesu1, u2, andψ , and never usesu directly, all
variables are typically continuous. To make this clear, consider representing the following
discontinuous function:

u =
{

cos(x), if x ≤ 0

sin(x), if x > 0.
(6)

This can be represented by the followingu1, u2, andψ :

u1 = sin(x) (7)

u2 = cos(x) (8)

ψ = x. (9)

Importantly, even thoughu is discontinuous,u1, u2, andψ are all continuous. Clearly,
discretizing continuous functions will yield higher order convergence than using the dis-
continuous function directly.

2.3. Solution

Here, we describe how to solve Eq. (1) usingu1, u2, andψ . For initial conditions, define
u1, u2, andψ such that Eq. (4) is satisfied at the initial time. Sinceu1 andu2 can take on
any value forψ ≤ 0 andψ > 0 respectively, and still satisfy Eq. (4), this representation
is not unique. It will be advantageous to extendu1 andu2 smoothly into their respective
“ghost node regions.” The nonuniqueness also extends to the level-set function. Any level-
set function,ψ , whose zero corresponds to the discontinuity is adequate. Here, the signed
distance function is usually used to initializeψ(t = 0).
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Clearly, whenψ > 0, we need to solve

(u1)t + f (u1)x = 0, (10)

sinceu = u1 whenψ > 0. Likewise, whenψ ≤ 0, we need to solve

(u2)t + f (u2)x = 0. (11)

For smoothness, it is desirable to solve Eqs. (10) and (11) everywhere. But, sinceu2 (u1)
will be considered a shocked state ofu1 (u2) whenψ > 0 (ψ ≤ 0), we have to check to see
if u2 (u1) satisfies the shock entropy condition Eq. (3). Appropriate left and right states in
the shock entropy condition can be cast in terms ofu1, u2, andψ by

ul =
{

u1, if ψx ≤ 0

u2, if ψx > 0
(12)

ur =
{

u1, if ψx > 0

u2, if ψx ≤ 0
(13)

And the shock entropy condition can be recast (for a convex flux function) as

f ′(ul ) ≥ f ′(ur ). (14)

If ψ > 0 (ψ ≤ 0) and the stateu2 (u1) does not satisfy the shock entropy condition
Eq. (14), we setu2 = u1 (u1 = u2). This will only affect the smoothness ofu1 or u2 in their
ghost node states and will locally reduce to a shock-capturing scheme. This will only affect
the accuracy of solution when an initial discontinuity will form a self-similar rarefaction,
and not a shock.

Once entropy-satisfying statesu1 andu2 have been given, we define the shock speed by
Eq. (2). This shock speed function,s, will be determined everywhere, and this speed is used
in the level set equation to propagate the level set function,ψ ,

ψt + sψx = 0. (15)

Importantly, atψ = 0,swill be the proper shock speed for the discontinuity inu. Also, if u1

andu2 are both smooth functions nearψ = 0, thens will also be smooth. This is important
numerically, since accuracy will be lost ifs is not smooth nearψ = 0.

So, in summary, we initializeu1 and u2 with smooth functions, and setψ to be the
signed distance function from the discontinuity location (or some other smooth function
whose zero corresponds to the initial location of the discontinuity). This satisfies Eq. (4)
at the initial time. Then, making sure that the ghost node states satisfy the shock entropy
condition (for all time), solve Eqs. (10), (11), and (15) everywhere. The real solution,u,
can be recovered easily by using Eq. (4) anytime the solution state is required.

2.4. Justification

Clearly, the algorithm should work for a linear problem, where the characteristics are
parallel to any discontinuity and are also state independent. It is not obvious that the method
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will work for nonlinear problems, where the shock speed is determined by both states,u1

andu2. In particular, how does the algorithm prevent seemingly arbitrary initial conditions
in the ghost state from polluting the real state? The answer lies in applying the shock entropy
condition.

Let’s first consider the case of a single discontinuity in a 1-D nonlinear scalar conservation
law. The equations being solved are (10), (11), and (15), with the shock-entropy condition
(14) constraining the “ghost” solution state.

PROPOSITION1. The level set function, ψ, if initially monotonic,will remain monotonic.

Proof 1. Taking the partial derivative of (15) w.r.t. the spatial coordinate,x, and replac-
ingψx with v yields the PDE for the slope of the level-set function:

vt + svx + sxv = 0. (16)

Along a characteristic curve,ξ = ξ0+
∫ t

0 sdτ , the above PDE (16) becomes the ODE

dv

dt
= −sxv, (17)

whose solution is

v = v0e
−

t∫
0

sxdτ

, (18)

along the characteristic curve. So, ifv0 > 0∀x (v0 < 0∀x), thenv > 0∀x, t (v < 0∀x, t),
since the exponential term on the right-hand side of (18) is always positive. This concludes
the monotonicity proof.

Now let us consider the evolution of the two solution statesu1 andu2.

PROPOSITION2. Information from the ghost region never reaches the real region.

Proof 2.

CASE1:ψx > 0. From the previous proof, the entropy condition then becomesf ′(u2) ≥
s ≥ f ′(u1) at any location inx, t . This gives the desired property thatu2 characteristics
will travel faster than theψ (shock) characteristics; i.e., realu2 characteristics will travel
from ψ < 0 through the shock to become characteristics in the ghost region. Likewiseu1

characteristics will travel slower than the shock; i.e., realu1 characteristics will travel from
ψ > 0 through the shock to become characteristics in the ghost region.

CASE 2:ψx < 0. This case is handled by the same arguments as above. This concludes
the proof.

Now let us consider the case when there are multiple discontinuities, and thus a non-
monotonic level-set function (i.e., the level-set function has more than one zero). There are
several questions to ask when such a case arises. First, let us examine the properties of the
level-set equation.

PROPOSITION3. The level set function will remain nonoscillatory.
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Proof 3.

CASE 1: sx remains bounded. This results from Eq. (18) as well. As long as the expo-
nent in (18) is finite, one has a one-to-one mapping of the sign of the slope of the level-
set function to its initial value at a paricularξ (i.e., along a characteristic). Since the defini-
tion of an oscillation is a change in sign of the slope of a function, it follows that there will
be the same number of oscillations inψ(t > 0) as there were inψ(t = 0).

CASE 2: sx does not remain bounded. This case corresponds to a discontinuity ins.
Here, it is not always possible to have a one-to-one mapping of the sign of the slope of the
level-set function. But, importantly, each spatial location later in time will have a unique
characteristic which originated att = 0 (not every characteristic att = 0 will exist forever,
since its information can be lost in a shock wave). Therefore, at later times, there will be at
most the same number of oscillations that existed att = 0. Therefore, the level-set function
will remain nonoscillatory (i.e., no new oscllations inψ will appear fort > 0).

PROPOSITION4. Near an isolated discontinuity, the information in the ghost region
never reaches the real region.

Proof 4. The proof is basically the same as in Proof 2, except that the entropy condition
is now only locally in a region ofx, t near a discontinuity. Again, either Case 1 or 2 from
Proof 2 will hold for allx, t .

This concludes the section on justification. Before moving on, the issue of shock collisions
will be addressed. Clearly, by tracking multiple discontinuities, there exists the possibility
that two discontinuities will intersect. See Section 4.2 for an example. The above propo-
sitions hold true, so long as there is some finite distance between tracked discontinuities.
For scalar equations, when two discontinuies (shocks) collide, they coalesce into a single
discontinuity.

For two discontinuities to be represented with a single level-set function, the level-set
function would have two zeroes. Say the first shock corresponds tox1(t) and the second to
x2(t). For example one might haveψ > 0 for x < x1, ψ < 0 for x1 < x < x2, and finally
ψ > 0 for x > x2. If the initial conditions are such thatx1(ti ) = x2(ti ) (i.e., the two shocks
collide att = ti ), then what does the scheme do afterti ? First let us examine what happens
to the level-set function. At timeti , the regionψ < 0, corresponding to the state between
the two shocks, vanishes. Afterti , the realu will be equal tou1 for all x. After ti , there will
be captured shock inu1, and this final shock will not be tracked at high order, but rather
captured. So, in conclusion for shock interactions, the algorithm will achieve the correct
solution, but after the shock collision time, the solution will be as accurate as the underlying
capturing scheme.

2.5. Extension to Two Dimensions

The above formulation extends easily to multidimensional problems. In particular, the
scalar conservation law in two dimensions is

ut + f (u)x + g(u)y = 0. (19)

Again, Eq. (4) can be used to represent the solution. The statesu1 and u2 are evolved
according to

(u1)t + f (u1)x + g(u1)y = 0 (20)
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(u2)t + f (u2)x + g(u2)y = 0; (21)

and the level-set function,ψ , according to

ψt + s ·∇ψ = 0, (22)

where

s= [ f (u)]

[u]
ı̂ + [g(u)]

[u]
̂ . (23)

Again, one needs to make sure that the ghost node state satisfies the shock-entropy
condition. In multiple dimensions, for a convex flux function, it is sufficient to check if the
characteristics flow into the shock. In two dimensions, the characteristic velocity is given
by

c= f ′(u)ı̂ + g′(u)̂ . (24)

Also, the orientation of a shock will be given by

n̂ = ∇ψ|∇ψ | . (25)

So, the characteristic speeds for the statesu1 andu2 in the normal direction are given by

c1 = n̂ · ( f ′(u1)ı̂ + g′(u1)̂ ) (26)

c2 = n̂ · ( f ′(u2)ı̂ + g′(u2)̂ ). (27)

For the statesu1 andu2 to satisfy the shock-entropy condition, the following must be
true:

c2 ≥ c1. (28)

In one dimension, Eq. (28) is equivalent to Eq. (3).

3. DISCRETIZATION

Here, one particular discretization is presented. Numerical results are given in the next
section. Recall that Eqs. (10), (11), and (15), along with the shock-entropy condition need
be discretized. Notice that Eqs. (10) and (11) are scalar conservation laws, Eq. (15) is a
Hamilton–Jacobi-like partial differential equation, and the entropy condition is an algebraic
constraint on the ghost state.

3.1. Grid

A uniform Cartesian grid is used to discretize the domainx ∈ (xmin, xmax), with Nx + 1
equally spaced nodes. The numerical solution ofu1 is denoted byu1(i, n), wherei is the
spatial node number corresponding to the locationxi = xmin+ i1x, where1x = (xmax−
xmin)/Nx. And n is the time level corresponding totn = n1t , where1t = tfinal/Nt . The
statesu2 andψ are denoted similarly.
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3.2. Time Integration

An explicit method of lines approach is taken. The results presented here use a third-
order TVD Runge–Kutta time integrator [26]. For example, the solution tou1(i, n) will be
advanced fromt = tn to t = tn+1 via

u1(i, ∗) = u1(i, n)+1t L(u1(i, n))

u1(i, ∗∗) = 3

4
u1(i, n)+ 1

4
1t L(u1(i, ∗)) (29)

u1(i, n+ 1) = 1

3
u1(i, n)+ 2

3
u1(i, ∗∗)+ 2

3
1t L(u1(i, ∗∗)).

Here, the∗ and∗∗ represent intermediate stages of the Runge–Kutta integration. The up-
dates foru2 andψ are similar. Note that theL() operator corresponds to the spatial flux
differences foru1 andu2, or derivatives ofψ . These are described in the next section.

3.3. Spatial Discretization

3.3.1. Project ghost nodes into entropy-satisfying state.As described in Section 2.3, it
is necessary to make sure that the ghost node state be an entropy-satisfying state. This is
done at the beginning of every Runge–Kutta cycle. As stated in Section 2.3, the ghost node
state is only set to the real state if Eq. (14) in one dimension, or (28) in two dimensions, is
not satisfied. If the entropy condition is satisfied, then the ghost node state is not modified.
The entropy condition is only an algebraic constraint on the ghost node state but requires
knowledge ofψx (andψy in two dimensions). These spatial derivatives are obtained by
averaging Eq. (51) and Eq. (52).

3.3.2. Conservative discretization for u1 and u2. ForL(u1(i, n)) andL(u2(i, n))we use
the fifth-order weighted ENO (WENO) scheme of [12], with a local Lax–Friedrichs solver.
This scheme is a conservative flux difference method, which has been shown to be stable,
and yields the proper viscosity-vanishing solution to Eq. (1). The operatorL(u1(i, n)) is
given by

L(u1(i, n)) = −
(

f̂ i+1/2− f̂ i−1/2
)
/1x, (30)

where f̂ i+1/2 and f̂ i−1/2 are numerical approximations to the flux function,f (u). In par-
ticular, for the local Lax–Friedrichs scheme, we take

f̂ i+1/2 = f̂ +i + f̂ −i+1, (31)

where

f̂ +i = WENO5( f +i−2, f +i−1, f +i , f +i+1, f +i+2) (32)

f̂ −i+1 = WENO5( f −i+3, f −i+2, f −i+1, f −i , f −i−1) (33)

and

f +i =
1

2
( f (u1(i, n))+ αu1(i, n)) (34)

f −i =
1

2
( f (u1(i, n))− αu1(i, n)) (35)
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and

α = max(| f ′(u1(i, n))|, | f ′(u1(i + 1, n))|). (36)

The functionWENO5(a, b, c, d, e) is defined next. First, define three interpolated values

q1 = a

3
− 7b

6
+ 11c

6
(37)

q2 = −b

6
+ 5c

6
+ d

3
(38)

q3 = c

3
+ 5d

6
− e

6
(39)

and three indicators of smoothness

IS1 = 13(a− 2b+ c)2+ 3(a− 4b+ 3c)2 (40)

IS2 = 13(b− 2c+ d)2+ 3(d − b)2 (41)

IS3 = 13(c− 2d + e)2+ 3(3c− 4d + e)2 (42)

and take

α1 = 1

(ε + IS1)2
(43)

α2 = 6

(ε + IS2)2
(44)

α3 = 3

(ε + IS3)2
(45)

and finally

WENO5(a, b, c, d, e) = α1q1+ α2q2+ α3q3

α1+ α2+ α3
. (46)

In all computations presented here,ε = 10−6, as suggested in [11, 12, 16]. The operator for
u2 is the same, withu2 replacingu1. Note that, for the linear advection equation, the local
Lax–Friedrichs scheme is equivalent to the standard upwind discretization.

3.3.3. Level-set discretization.For the level-set Eq. (15), we have the operator

L(ψ) = −sψ̂ x, (47)

wheres is the shock speed and̂ψ x is the numerical approximation toψx. First, the shock
speed at each node location,s(i, n), is determined fromu1 andu2 as

s(i, n) = f (u1(i, n))− f (u2(i, n))

u1(i, n)− u2(i, n)
. (48)

Theψx derivative is approximated using a fifth-order WENO scheme for Hamilton–
Jacobi Eq. [11] using the following local Lax–Friedrichs method. Define the first-order
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difference operators as

D−i =
ψ(i, n)− ψ(i − 1, n)

1x
(49)

D+i =
ψ(i + 1, n)− ψ(i, n)

1x
. (50)

The numerical approximations to the spatial derivative,ψ̂ x are then given by

ψ̂−x = WENO5(D−i−2, D−i−1, D−i , D−i+1, D−i+2) (51)

ψ̂+x = WENO5(D+i+2, D+i+1, D+i , D+i−1, D+i−2). (52)

The approximation toL(ψ) at each grid point is given by

L(ψ(i, n)) = 1

2
(s(i, n)(ψ̂−x + ψ̂+x )− α(ψ̂+x − ψ̂−x )), (53)

where

α = max(|s(i − 1, n)|, |s(i, n)|, |s(i + 1, n)|). (54)

4. EXAMPLES

Here, we present solutions to various scalar hyperbolic conservation laws using both the
level-set tracking algorithm and the traditional shock-capturing algorithm. Notice that the
discretization presented in Section 3 will have a truncation error ofO(1t3)+ O(1x5) in
smooth regions. All computations are performed with1t ∝ 1x5/3, which effectively yields
a truncation error ofO(1x5) in smooth regions. For all cases, the number of time steps,
Nt , and number of spatial nodes,Nx, are noted in the tables and figures.

4.1. Linear Advection Equation

The algorithm presented in Sections 2 and 3 is tested on a standard test problem [9, 10,
27]. The equation to be solved is the linear advection equation

ut + ux = 0, (55)

with periodic boundary conditions atx = ±1 and subject to the initial conditions

u =



2(x + 1)− 1
6 sin

(
3π
(
x + 3

2

))
, −1< x < − 1

2

−(x − 1
2

)
sin
(

3
2π
(
x − 1

2

)2)
, − 1

2 < x < 1
6

sin
(
2π
(

1
2 − x

))
, 1

6 < x < 1
2

sin
(
2π
(
x − 1

2

))
, 1

2 < x < 5
6

2(x − 1)− 1
6 sin

(
3π
(
x − 1

2

))
, 5

6 < x < 1.

(56)

Notice that this initial condition has discontinuities atx = − 1
2, x = 1

6, andx = 5
6. Also,

there is a discontinuity in derivative atx = 1
2 (see Fig. 1). This function is represented by

Eq. (4) with
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FIG. 1. Plot of initial conditions corresponding to Eq. (56).

u1 =


2(x + 1)− 1

6 sin
(
3π
(
x + 3

2

))
, −1< x < − 1

6

sin
(
2π
(

1
2 − x

))
, − 1

6 < x < 2
3

2(x − 1)− 1
6 sin

(
3π
(
x − 1

2

))
, 2

3 < x < 1

(57)

u2 =


sin
(
2π
(
x − 1

2

))
, −1< x < − 5

6

−(x − 1
2

)
sin
(

3
2π
(
x − 1

2

)2)
, − 5

6 < x < 1
3

sin
(
2π
(
x − 1

2

))
, 1

3 < x < 1

(58)

ψ =



x + 7
6, −1< x < − 5

6

−x − 1
2, − 5

6 < x < − 1
6

x − 1
6, − 1

6 < x < 1
3

−x + 1
2,

1
3 < x < 2

3

x − 5
6,

2
3 < x < 1.

(59)

Althoughu1 andu2 are also discontinuous andψ is discontinuous in derivative, they are all
C∞ at the true discontinuity locations ofu. And since most shock-capturing schemes will
be convergent away from the discontinuities (at least in a scalar problem), it is expected
that using Eq. (4) and operating onu1, u2, andψ will be more accurate than discretizing
u directly. This is confirmed numerically. Att = 2 with Nt time steps, the error in the
numerical solution using the discreteL1 andL∞ norms is measured. These norms measure
the pointwise convergence of the numerical solution to the exact solution (all points in
the numerical solution are included, not just the points away from discontinuities). The
errors are denoted byE1 and E∞, and the order at which they converge are denoted by
R1 andR∞, respectively. Also, a subscriptLST indicates the level-set tracking algorithm,
and SC indicates the WENO5 shock-capturing algorithm (see Table I). Notice that the
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TABLE I

Numerical Accuracy for 1D Linear Advection

Nx Nt E1-LST R1-LST E∞-LST R∞-LST E1-SC R1-SC

61 75 7.24e-3 3.46e-2 2.37e-1
121 235 3.32e-4 4.52 1.64e-3 4.40 1.18e-1 1.01
241 740 1.04e-5 4.99 6.58e-5 4.64 6.31e-2 0.90
481 2340 2.91e-7 5.16 2.90e-6 4.51 3.47e-2 0.86
961 7425 9.58e-9 4.93 1.54e-7 4.23 1.93e-2 0.85

1921 23555 2.36e-10 5.34 3.51e-9 5.46 1.08e-2 0.84

level-set tracking algorithm converges at fifth order in both theL1 and L∞ norms. The
standard shock-capturing algorithm converges at roughly 5/6 order in theL1 norm. This
is commensurate with the notion that a captured linear discontinuity will smear at a rate
proportional toN1/(r+1)

t , wherer is the order of the scheme [6]. TheL∞ error for the
capturing was roughly constant and equal to 1/2 the maximum jump inu, as expected.
Figure 2 shows the solution of the WENO5 shock-capturing algorithm, and Fig. 3 shows
the solution using the WENO5 level-set tracking algorithm. Notice that this is the roughly
the same resolution used in [9], with comparable results. Importantly, the level-set tracking
algorithm maintains a perfect discontinuity inu, while achieving high-order pointwise
convergence.

4.2. Burgers’ Equation

Here, the level-set tracking algorithm is tested on the nonlinear Burgers’ equation

ut +
(

u2

2

)
x

= 0 (60)

FIG. 2. Plot of WENO5 shock-capturing solution att = 2 with Nx = 61 (e) and exact solution (solid line).
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FIG. 3. Plot of WENO5 level-set tracking solution att = 2 with Nx = 61 (e) and exact solution (solid line).

with periodic boundary conditions atx = 0 andx = 1 subject to the initial conditions

u =
{ 1

2(1+ cos(2πx)), 1
3 < x < 2

3

1
2 + sin(2πx), otherwise.

(61)

Notice that this initial condition has discontinuities atx = 1
3 andx = 2

3 (see Fig. 4). This
function is represented by Eq. (4) with

u1 = 1

2
+ sin(2πx) (62)

u2 = 1

2
(1+ cos(2πx)) (63)

FIG. 4. Plot of initial conditions corresponding to Eq. (61).
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TABLE II

Numerical Accuracy for Burgers’ Equation

Nx Nt E1-LST R1-LST E∞-LST R∞-LST E1-SC R1-SC

40 15 1.84e-4 1.09e-3 1.48e-2
80 50 8.16e-6 4.49 6.70e-5 4.03 7.84e-3 0.92

160 150 1.67e-7 5.61 9.15e-6 2.87 3.43e-3 1.19
320 480 9.40e-9 4.15 6.53e-7 3.81 1.47e-3 1.22
640 1525 2.56e-10 5.20 2.48e-8 4.72 7.63e-4 0.95

1280 4840 4.72e-12 5.76 2.70e-10 6.52 2.76e-4 1.47

ψ =
{

1
3 − x, 0≤ x < 1

2

x − 2
3,

1
2 ≤ x < 1.

(64)

Again,u1 andu2 are also discontinuous andψ is discontinuous in derivative, but they are all
C∞ at the true discontinuity locations ofu. TheL1 andL∞ errors and rates of convergence,
R1 andR∞, are measured att = 0.2. These are measured by comparing with a numerical
solution using twice as fine of a grid; thus we measure the pointwise self convergence
of the solution. Fifth-order convergence in both theL1 and L∞ norm is achieved for the
level-set tracking algorithm, while first-order convergence is achieved in theL1 norm for
the capturing scheme (see Table II). Line plots att = 0.2 are shown for both the capturing
scheme (Fig. 5) and the level-set tracking scheme (Fig. 6).

It is interesting to run the problem further in time, since att ≈ 0.369 the two shocks
collide. At this time, theψ < 0 region disappears, and the algorithm then captures the
remaining shock. See Fig. 7 for a contour plot ofψ(x, t) = 0. Even in this case, the level-
set tracking scheme achieves the correct solution, but aftert ≈ 0.369, it reduces back to
a capturing scheme (see Fig. 8). It would be interesting to see if using two level sets
and three solution states could accurately track the merging of two tracked shocks into
one.

FIG. 5. Plot of WENO5 shock-capturing solution att = 0.2 with Nx = 40 (e) and converged level-set
tracking solution withNx = 2560 (solid line).
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FIG. 6. Plot of WENO5 level-set tracking solution att = 0.2 with Nx = 40 (e) and converged level-set
tracking solution withNx = 2560 (solid line).

4.3. Two-Dimensional Burgers’ Equation

Here, a nonlinear two-dimensional test is conducted. The equation to be solved is the
two-dimensional Burgers’ equation

ut +
(

u2

2

)
x

+
(

u2

2

)
y

= 0, (65)

with periodic boundary conditions atx = 0, x = 1, y = 0, andy = 1, subject to the initial
conditions

u =
{ 1

2(1+ cos(2π(x + a))), if 1
3 < x + a < 2

3

1
2 + sin(2π(x + a)), otherwise,

(66)

FIG. 7. Contour plot ofψ(x, t) = 0 from the WENO5 level-set tracking solution withNx = 160.
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FIG. 8. Plot of WENO5 level-set tracking solution att = 0.4 with Nx = 40 (e) and converged level-set
tracking solution withNx = 2560 (solid line).

where

a = 0.1 sin(2πy). (67)

Notice that this initial condition has discontinuities along the curvesx = 1
3 − 0.1 sin(2πy)

andx = 2
3 − 0.1 sin(2πy). See Fig. 9.

This function is represented by Eq. (4) with

u1 = 1

2
+ sin(2π(x + a)) (68)

u2 = 1

2
(1+ cos(2π(x + a))) (69)

FIG. 9. Surface plot of initial conditions corresponding to Eq. (66).
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TABLE III

Numerical Accuracy for 2D Burgers’ Equation

Nx = Ny Nt E1-LST R1-LST E∞-LST R∞-LST E1-SC R1-SC

20 5 1.83e-3 8.15e-3 2.89e-2
40 15 1.77e-4 3.37 1.55e-3 2.39 1.36e-2 1.09
80 50 9.72e-6 4.18 1.43e-4 3.44 6.34e-3 1.10

160 150 1.73e-7 5.81 5.41e-6 4.72 3.08e-3 1.04

ψ =
{

1
3 − (x + a), if x + a < 1

2

x + a− 2
3, otherwise.

(70)

At t = 0.1 with Nt time steps, the error in the numerical solution using the discreteL1

and L∞ norms is measured (see Table III). Notice that the level-set tracking algorithm
converges at fifth order in both theL1 andL∞ norms. Again, the standard shock-capturing
algorithm converges at first order in theL1 norm. Figure 10 shows a surface plot of the
solution of the WENO5 shock-capturing algorithm, and Fig. 11 shows the solution using
the WENO5 level-set tracking algorithm. Figure 12 shows a line plot of the shock-capturing
solution att = 0.1 aty = 1/2. Figure 13 shows a line plot of the level-set tracking solution
at t = 0.1 at y = 1/2. As in Example 4.2, if this problem is solved later in time, the two
shocks merge.

4.4. Two-Dimensional Burgers’ Equation

Here, another two-dimensional Burgers’ test is conducted, again with periodic boundary
conditions atx = 0, x = 1, y = 0, andy = 1. The initial conditions are

u =
{

1, if
(
x − 1

2

)2+ (y− 1
2

)2
<
(

1
3

)2

0, otherwise.
(71)

FIG. 10. Surface plot of WENO5 shock-capturing solution att = 0.1 with Nx = Ny = 40.
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FIG. 11. Surface plot of WENO5 level-set tracking solution att = 0.1 with Nx = Ny = 40.

Notice that this initial condition is discontinuous along a circle of radius1
3 centered at

( 1
2,

1
2). See Fig. 14.

This function is represented by Eq. (4) with

u1 = 1 (72)

u2 = 0 (73)

ψ = 1

3
−
[(

x − 1

2

)2

+
(

y− 1

2

)2] 1
2

. (74)

FIG. 12. Plot of WENO5 shock-capturing solution aty = 0.5, t = 0.1 with Nx = Ny = 40 (e) and converged
level-set tracking solution withNx = Ny = 320 (solid line).
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FIG. 13. Plot of WENO5 level-set tracking solution aty = 0.5, t = 0.1 with Nx = Ny = 40 (e) and conver-
ged level-set tracking solution withNx = Ny = 320 (solid line).

Note that the 2-D Burgers’ Eq. (65) can be rewritten in terms of the rotated coordinates
η = x+y√

2
andξ = y−x√

2
as

ut +
(

u2

√
2

)
η

= 0, (75)

which is simply the 1-D Burgers’ equation scaled by
√

2. So, the initial conditions (71) will
look like “top-hat” functions in terms ofη; see Fig. 15 (forξ = −3

8
√

2
). And, the exact solution

will consist of shock wave at the right discontinuity and a self-similar rarefaction on the left
discontinuity. The rarefaction eventually catches up to the shock wave and subsequently
modifies the shock speed.

The numerical solution is integrated tot = 0.2 with Nt = 30 andNx = Ny = 40. Surface
plots for the WENO5 shock-capturing and level-set tracking algorithms are given in Figs. 16

FIG. 14. Surface plot of initial conditions corresponding to Eq. (71).
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FIG. 15. Plot of initial conditionsu(η, ξ = −3
8
√

2
, t = 0) corresponding to Eq. (71).

and 17, respectively. Notice that the tracking algorithm has a sharp jump inu on the “front”
of the circle where a shock forms, while the capturing scheme has a couple of intermediate
points along the shock. Also, the rarefaction portion of the solutions are nearly identical
between the two algorithms. This is expected, since enforcing the entropy condition att = 0
givesu1 = u2 for η < 1√

2
in the tracking scheme. So, in this region, the level curveψ = 0

plays little role, sinceu1 = u2 (which is also the same asu in the capturing scheme). Line
plots ofu(η, ξ = −3

8
√

2
, t = 0.2) are given in Figs. 18 and 19 for each method, along with the

exact solution. Notice that the level-set tracking algorithm is very accurate near the shock
front. The level-set function,ψ(η, ξ = −3

8
√

2
, t = 0.2), is plotted in Fig. 20. Notice that there

are two zeroes, one corresponding to the right-going shock, and one corresponding to the
rarefaction fan. But, again, the zero nearξ = 2/3 plays little role, sinceu1 = u2 in this
region.

FIG. 16. Surface plot of WENO5 shock-capturing solution att = 0.2 with Nx = Ny = 40.
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FIG. 17. Surface plot of WENO5 level-set tracking solution att = 0.2 with Nx = Ny = 40.

FIG. 18. Plot of WENO5 shock-capturing solution atξ = −3
8
√

2
andt = 0.2 with Nx = Ny = 40 (e) and exact

solution (solid line).

FIG. 19. Plot of WENO5 level-set tracking solution atξ = −3
8
√

2
and t = 0.2 with Nx = Ny = 40 (e) and

exact solution (solid line).



LEVEL-SET ALGORITHM 435

FIG. 20. Plot of level-set function atξ = −3
8
√

2
andt = 0.2 with Nx = Ny = 40.

5. EFFICIENCY

As stated earlier, the present scheme takes roughly three times the effort of a stan-
dard shock-capturing algorithm. So, how can this be viewed as a competitive scheme? If
one can track all shocks, and maintain high-order convergence, then the method will be
very efficient. The goal of a numerical method should be to reduce the CPU time and the
error of the numerical solution. The CPU time of an algorithm is a fairly straightforward
quantity, say the CPU time per cell update times the number of cells times the number of
time steps. The error is something that is not only problem depenent but also dependent
on the norm in which the error is measured. Examining theL1 error norm in the various
examples in this paper reveals that to achieve the same error, a shock-capturing scheme
would typically need a much finer grid than the same tracking algorithm. For the example
in Section 4.3, the capturing solution withNx = 160 is still not as accurate as the tracking
solution withNx = 20. In this case, the capturing algorithm would take roughly 3 orders
of magnitude more CPU time than the tracking scheme to achieve the sameL1 error. Still,
for problems that do not lend themselves to tracking every last discontinuity at high or-
der, the tracking scheme will capture any untracked discontinuities and the formal high
order of convergence will be lost. This is seen in the example in Section 4.4, where the
rarefaction corners are captured, resulting in a loss of high-order convergence. In these
cases, it would be beneficial to have a more effecient method. This is probably also true
for the case of systems of conservation laws, where it very diffiult to track all disconti-
nuities. There are several possibilities for a more efficient method. A few are discussed
next.

It has been shown by Sethian [24] and others that the level-set equation need only be
updated in a band of points near the zero of the level-set function. This type of update for
the level-set function would bring the CPU time of the level-set equation down by a factor
of roughly Nx.

Also, as in the original ghost fluid algorithm, one can extrapolate from the real region
into the ghost region. Then one needs only to update the real region and a band of points in
the ghost region near the discontinuity.
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Together the two ideas above can be implemented to give a CPU time nearly identical
to the standard capturing schemes. This unfortunately complicates the implementation and
may make it more difficult to maintain very high order convergence rates (one would need to
demonstrate high-order “narrow band” methods for level sets, and high-order extrapolation
in the ghost state). Again, these ideas are probably most important in complex problems,
such as the Euler equations. Further examination of these ideas will be given elsewhere [2].

6. CONCLUSIONS AND DISCUSSION

A simple level-set algorithm for solving scalar hyperbolic conservation laws is presented.
For scalar problems, high rates of convergence are demonstrated in linear and nonlinear
problems, even near discontinuities and in multidimensions. Note that this scheme takes
roughly three times as many numerical operations and memory as a standard capturing
scheme, but the benefit greatly outweighs any extra computational time or storage if all
discontinuities can be tracked. Also, this extrapolation-free method can be applied to the
original ghost fluid method [8], by initially extrapolating the density, etc., in a smooth
fashion, and only projecting the ghost node states into the proper boundary condition states.
Note that one can also use this algorithm for tracking discontinuous derivatives in Hamilton–
Jacobi equations, with the modification that the “shock” speed will be a function of the
derivatives of the solution states, since it has been shown [20, 21] that there is a relation
between Hamilton–Jacobi equations and scalar conservation laws.

Work is currently being done to track multidimensional shock fronts in gas dynamics with
a level-set formulation. The largest difference is that, in a system, there are characteristics
that pass through the shock front, and so the boundary treatment must take this into account.
Also, the two states will not be symmetric, as in the scalar case; one state, sayu2, will be
considered a shock state of the other,u1. A simple way to apply the appropriate ghost
region state foru2 is to project this ghost region state into an appropriate shock state
of the unshocked fluid,u1. This shock state is determined once one has an appropriate
shock speed. The shock speed can be determined from a local Riemann problem. This

FIG. 21. Plot of WENO5 level-set tracking solution att = 1.8 with Nx = Nt = 400 (e) and converged
level-set tracking solution withNx = Nt = 1600 (solid line).
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can be determined exactly (e.g., Godunov’s method), or it can be determined from an
approximate method (e.g., Roe’s method). The ghost region foru1 is not critical, since in
the shock-attached reference frame,u1 is supersonic. Again, one must ensure that bothu1

andu2 are entropy-satisfying states in their respective ghost regions. Preliminary results
indicate that this method converges to the proper solution, with improved convergence
and accuracy. Figure 21 shows the density field for a level-set tracking algorithm, using a
nondecomposition-based Lax–Friedrichs scheme [15, 28], with a shock speed given from
a Roe averaged̄u+ c̄, corresponding to Example 8 and Fig. 14b of [27]. Importantly, note
that there are no “intermediate” shock points near the lead shock atx ≈ 2.4. Again, this
work is investigated in greater detail elsewhere [2].
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